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Abstract
Space-Terrestrial Integrated Networks (STINs) 

and ubiquitous artificial intelligence are consid-
ered as important infrastructures of 6G networks. 
Due to the long transmission distance and high 
moving speed of on-orbit satellites, STINs face 
the challenges of unreliable data transmission, 
untimely data processing, and low utilization of 
satellite resources. Tiansuan constellation imple-
ments the edge computing platform, which builds 
the foundation of edge intelligence for STINs. This 
article proposes a cloud-edge aggregated artifi-
cial intelligent architecture for STINs. With the 
assistance of Tiansuan constellation, an implemen-
tation strategy of the intelligent network architec-
ture is proposed. Furthermore, three use cases 
are performed and discussed to achieve intelli-
gent data transmission, intelligent remote sensing, 
and intelligent network slicing. Simulation results 
demonstrate that the proposed architecture can 
fully utilize the resource of STINs and improve the 
overall network throughput effectively.

Introduction
In the recent years, Space-Terrestrial Integrated 
Networks (STINs) play an important role in terms 
of military reconnaissance and communication 
support. Countries around the world pay attention 
to the development of STINs. The International 
Telecommunication Union (ITU) stipulates that 
the right to use satellite frequencies and orbital 
resources is obtained on a first come first served 
basis [1]. Therefore, to preempt the satellite fre-
quency and orbit resources, more and more sat-
ellites are launched into the space in a short time, 
which incurs an explosive growth of on-orbit data. 
Due to the lack of future application scenarios of 
STINs, the on-orbit satellites and under-construc-
tion constellations are usually with poor hardware 
capacity and insufficient computing power [2]. 
Both the huge amount of on-orbit data and the 
unstable transmission link require on-orbit intel-
ligence in STINs. In this case, it is necessary to 
empower STINs with computing capabilities and 
intelligent services.

As the first computation constellation, Tiansu-
an constellation provides STINs with an on-orbit 
lightweight 5G core and edge computing plat-
form [3]. Satellite edge computing supported by 

Tiansuan constellation makes STINs possible to 
perform intelligent data processing and forward-
ing. The simplified architecture of Tiansuan edge 
computing platform is shown in Fig. 1.

The future networks are mostly cloud-edge 
fusion architectures [4, 5], and there have been 
many kinds of research on the combination of 
cloud computing and the Internet of Things [6, 7]. 
To make STINs more intelligent, more and more 
solutions are proposed. In 2018, Stergiou et al. 
proposed a cache decision system that combines 
the functions of the IoT with cloud computing, 
edge computing, and big data to achieve a Smart 
and Secure environment [8]. In 2020, Stergiou 
et al. proposed a big data management system 
framework based on a cloud federated network 
to significantly improve performance under large 
workload scenarios, thereby saving costs and 
better managing data [9]. In 2021, Plageras et 
al. studied the system of collecting and managing 
sensor data in smart buildings operating in the 
Internet of Things (IoT) environment to build a 
Green Smart Building [10].

Inspired by the current Service-based archi-
tecture (SBA) of 5G networks and the Software 
Defined Network (SDN) technology, this article 
proposes an intelligent networking architecture 
of STINs combining distributed preprocessing 
and centralized management. The architecture 
is based on Tiansuan constellation and provides 
several types of intelligent network services. The 
contributions are summarized as follows:
•	 We propose a cloud-edge aggregated 

architecture, which aggregates centralized 
intelligent controllers on cloud servers and 
distributed intelligent agents on satellite edge 
servers. The architecture adopts a space-ter-
restrial collaboration strategy, in which the 
ground station can assist the controller in 
model training.

•	 We propose an implementation strategy 
of intelligent network architecture and a 
resource management scheme based on the 
capabilities of Tiansuan constellation. The 
controller is placed on the main satellite of 
Tiansuan constellation, and the edge server is 
placed on the edge satellite of Tiansuan con-
stellation. The controller and edge server are 
combined to implement tasks intelligently.
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• We performed three use cases to achieve 
intelligent data transmission, intelligent 
remote sensing, and intelligent network slic-
ing. We use data coding to improve the reli-
ability of data transmission, we also propose 
to integrate image recognition algorithms 
into the satellite to ensure real-time process-
ing, and use network slicing to fl exibly allo-
cate network resources.
The remainder of this article is organized as fol-

lows: First we introduce the cloud-edge aggregat-
ed architecture and its implementation. Following 
that we propose three types of use cases. We then 
evaluate the performance of the proposed archi-
tecture. The fi nal section summarizes this article.

cloud-edge AggregAted ArchItecture

sdn-bAsed netWorKIng ArchItecture
Due to the high cost, typically each owner only 
has a small number of space-based infrastructure 
nodes. Therefore, it is difficult to unify the oper-
ation standards of satellite networks as globally 
as terrestrial Internet. The globalization of satel-
lite networks will not be achieved at least soon. 
For this reason, this article envisages that future 
STINs will be application-driven and form multiple 
independent constellations. Each constellation is 
established based on SDN, and its network proto-
col can be defi ned on its own. STIN applications 
with the same network protocol can communi-
cate with each other. The typical network archi-
tecture is shown in Fig. 2.

As shown in Fig. 2, the overall structure of the 
network is divided into two parts: the space end 
and the ground end. The space end consists of 
one controller and multiple edge satellites in sev-
eral orbital planes. The controller is deployed in 
the main satellite of Tiansuan constellation. The 
controller can remotely deploy services into edge 
satellites to allocate bandwidth and computing 
resources. For intelligent transmission tasks, the 
main task of edge satellites is to transmit data, 
and the transmitted data also requires encoding 
and processing in edge satellites. Therefore, for 
the intelligent transmission scenario, the resources 
allocated are mainly bandwidth resources, as well 
as computing resources. For intelligent remote 
sensing tasks, edge satellites mainly complete 
image recognition tasks, but also need to forward 
data. Therefore, for the intelligent remote sensing 
scenario, the resources allocated are mainly com-
puting resources, as well as bandwidth resources. 
The edge server is deployed in the edge satel-
lite. The edge server places the services deployed 
remotely by the controller, such as data trans-
mission services, data encoding, and decoding 
services, intelligent processing services, and so 
on. The ground end consists of a ground control 
center and many ground receiving stations. The 
ground control center mainly interacts directly 
with high-orbit satellites for the management of 
the whole network.

The software implementation strategies of 
each part of the architecture are described as fol-
lows: edge satellites belong to the data plane of 
SDN architecture. They carry the hardware equip-
ment needed for computing and are installed with 
the operating system. Each satellite adopts an 
integrated network architecture based on SDN 

and Network Function Virtualization (NFV), and 
the computing, storage, and transmission resourc-
es are modeled and managed in a unified man-
ner. When performing specific tasks, resources 
are pre-allocated in the container, and the specifi c 
tasks are carried out in the container. As the con-
trol plane of SDN, the controller is responsible for 
the control of the network and the distribution of 
tasks. The controller stores information on all the 
ongoing missions in the constellation and the real-
time resource utilization of all edge satellites. The 
controller receives new task requests in a real-
time manner. When a request arrives, the task is 
assigned according to the intelligent algorithm. 
As the application plane of SDN, the ground con-
trol center is responsible for the development of 
application functions, the training of artifi cial intel-
ligence (AI) algorithms [11], and the operation 
and maintenance of the network.

spAce-terrestrIAl collAborAtIon strAtegY

FIGURE 1. The simplifi ed architecture of Tiansuan edge computing platform.
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Machine learning (ML), as a representative AI 
algorithm, can be divided into two steps: training 
and execution. The training of the model usually 
requires big computational capability and occu-
pies a significant amount of computing resources. 
Therefore, most existing ML algorithms are not 
feasible to be implemented in satellites. For this 
reason, we propose a space-terrestrial collabora-
tion strategy for the following scenarios.

Training of Massive Static Historical Data: 
For many applications, although real-time data 
may change, the overall characteristics of the data 
remain the same. In this scenario, the ground con-
trol center performs model training based on the 
massive static historical data and sends the trained 
model to the controller.

Training of a Small Amount of Real-Time 
Data: For real-time applications, the controller 
adopts a lightweight algorithm and carries out 
simple model training based on a small amount 
of real-time data. The training process does not 
pursue obtaining the optimal solution, but can 
quickly obtain an acceptable and optimal strategy 
and adjust it in real-time. Short response time and 
fast convergence are the core requirements of 
this type of algorithm.

Static and Dynamic Hybrid Training: For most 
real-time applications, a combination of static and 
dynamic training methods can be adopted. First 
of all, a base model is trained by the ground con-
trol center and sent to the controller. The con-
troller updates the base model according to the 
real-time data.

Implementation Scheme of 
Cloud-Edge Aggregated Architecture

With the existing capabilities assistance of Tian-
suan constellation, the cloud-edge aggregated 
architecture proposed in this article can place 
the controller on the main satellite of Tiansuan 
constellation and the edge server on the edge 
satellite of Tiansuan constellation. Each intelligent 
processing function can be deployed to the satel-
lite in the form of a container and published as a 
service in the satellite, which will be published as 
“services” in the edge platform, as shown in Fig. 
1. In a typical task, the controller and edge server 
are combined to implement tasks intelligently. 
The process is presented as follows.

Stage 1 (Edge End) — The Initiation of Net-

work Requests and the Intelligent Pre-Allocation 
of Network Resources: When an edge satellite 
of Tiansuan constellation receives transmission 
requests, it analyzes recent requests and predicts 
the possible data volume in the tasks in the future. 
An agent estimates the requirements of resourc-
es and duration of the set of nodes required to 
complete the entire task and makes a resource 
request to the controller.

Stage 2 (Cloud End) — Intelligent Planning 
and Task Distribution of Network Resources: 
After receiving a network request, the controller 
intelligently decomposes the task according to 
the current occupation of network resources and 
divides a complete task into task chains of several 
agent nodes. Each node in the linked list records 
the tasks required for each agent. After the task 
is assigned, the controller broadcasts the task to 
each agent and updates the remaining resources.

Stage 3 (Edge End) — Task Execution and Sta-
tus Collection: When an edge satellite of Tian-
suan constellation receives a forwarding task, it 
establishes a container and allocates computing 
and transmission resources for this task. The first 
edge satellite of Tiansuan constellation encodes 
the data and sends the data to the next hop. For 
each forwarding, an agent records the current 
resource consumption of this node and stores it in 
the header of the packet. After receiving the data, 
the last satellite takes out the packet header infor-
mation and sends it to the controller to realize a 
real-time collection of network status. This can be 
implemented based on in-band network telemetry 
(INT) and programming protocol-independent 
packet processors (P4).

Stage 4 (Cloud end): real-time recording of 
the network status. After receiving network status 
information, the controller updates the remaining 
resource information according to that provided 
by each agent node.

Intelligent Application of Architecture
Based on the cloud-edge aggregated architecture 
proposed in this article, we perform and discuss 
three use cases to achieve intelligent data trans-
mission, intelligent remote sensing, and intelligent 
network slicing.

Intelligent Data Transmission
To improve the reliability, stability, and through-
put of STINs, we integrate data coding technolo-
gy into the proposed architecture. The intelligent 
data transmission scenario in STINs is illustrated in 
Fig. 3. The edge satellite encodes data and sends 
network resource requests to the controller. The 
controller performs routing control for multiple 
edge satellites. The edge satellite sends the data 
to the next hop, and the edge satellite in the last 
hop decodes the data and sends the network sta-
tus information to the controller.

The implementation of intelligent data trans-
mission mainly includes three parts: data coding, 
resource requirement mapping, and resource allo-
cation optimization.

Data Coding: In STINs, each data transmission 
request includes three main parts: source node, 
destination node, and data transmission volume. 
To achieve intelligent data transmission, the source 
node should first adopt a specific coding algorithm 
to encode the data and send the coding packet. 

FIGURE 3. Scenario of intelligent data transmission.
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After receiving enough coding packets, the desti-
nation node decodes them to obtain the original 
data. After coding, each data block is no longer 
unique, and the data transmission becomes a sim-
ple superposition of the number of packets.

Resource Requirement Mapping: In our con-
sidered scenario, the source node and destina-
tion node not only need data transmission but 
also need data coding/decoding operations. The 
tasks of the source node and destination node 
need to utilize both transmission resources and 
computing resources. The intermediate nodes of 
the transmission only need to forward data with-
out processing, which only utilizes its transmis-
sion resources. Therefore, data transmission can 
be considered as the computing and transmis-
sion resource overhead of the source node and 
the destination node, as well as the transmission 
resource overhead of the intermediate node. 
The costs on the source node and the destina-
tion node are fi xed expenses while those on the 
intermediate nodes are variable expenses since 
there can be various ways of routing. In Fig. 3, 
the intermediate nodes can be adjusted, as long 
as there is a suffi  cient amount of coding packets 
transmitted to the destination.

Resource Allocation: Resource allocation is 
one of the most important techniques of intelli-
gent data transmission. The optimal allocation of 
resources mainly includes two aspects: 
• Determination of the data transmission rate 

of the source node. For a data transmission 
request, the agent at the source node deter-
mines the data processing and transmission 
rate based on the remaining amount of its 
resources. In other words, the processing 
speed and transmission rate are generally 
faster with more remaining resources.

• Selection and resource allocation of interme-
diate nodes. As shown in Fig. 3, the structure 
of STINs is usually a Manhattan network. 
When the source node and destination node 
are determined, after data coding, the data 
packet can be transmitted through multiple 
paths at the same time, and the sum of the 
data transmission rate in each path is equal to 
the data transmission rate of the source node. 
The data transmission rate can be considered 
as the utilization of transmission resources. 
The transmission resource utilization of each 
node cannot exceed its remaining resources. 
Therefore, the problem of optimal allocation 
of resources can be converted to an optimi-
zation problem of average link utilization with 
constraints. The more balanced the link utili-
zation is, the less likely it is to cause network 
congestion and the stronger its adaptability is 
to new tasks. This problem can be solved by 
a variety of intelligent algorithms such as rein-
forcement learning.
The coding complexity depends on the spe-

cific coding algorithm. To ensure the real-time 
forwarding of continuous tasks when they arrive, 
if the amount of data to be transmitted for each 
task is n, the complexity of the coding algorithm 
should not exceed O(n). The network addressing 
strategy is usually simple, so it mainly depends on 
the task priority scheduling strategy when multiple 
tasks arrive. The satellite network link is unstable, 
with long end-to-end delays and low reliability 

of data transmission. Data coding can effective-
ly improve the reliability of transmission and the 
success rate of transmission. In the intelligent net-
work architecture proposed in this article, multiple 
types of data encoding algorithms can be select-
ed and fl exibly adjusted for data transmission to 
further improve the reliability of data transmission 
and the controllability of the network.

IntellIgent remote sensIng
In remote sensing applications, we propose the 
use case of intelligent remote sensing. This use 
case can effectively reduce the amount of data 
transmission and improve the real-time perfor-
mance of remote sensing applications. As shown 
in Fig. 4, the implementation of intelligent remote 
sensing includes intelligent processing and intelli-
gent forwarding. The controller sends the model 
to the edge satellite, which processes the data. 
Each hop processes and forwards the data, and 
sends the results to the next hop.

Intelligent Processing: The amount of remote 
sensing image data connected is typically very 
large and therefore needs to be processed before 
being used. After processing, the sizes of the pro-
cessed image fi les are usually much reduced and 
can be directly used for display and analysis [12]. 
Therefore, we propose to integrate the image rec-
ognition algorithm into the operation of satellites. 
The ground stations perform model training based 
on the specific needs of remote sensing images 
and send the trained models to the controller. 
The controller then sends these models to the 
corresponding edge satellites. The edge satellites 
collect data and process it based on the received 
models, and then encode the processed data and 
send them to the ground.

Intelligent Forwarding: In the transmission 
process, each hop can be transmitted by pro-
cessing and forwarding to enhance reliability. The 
intelligent forwarding process of remote sensing 
images is essentially Intelligent data transmission 
with preprocessing of the data. Due to the need 
to image capturing and processing, the demand 
for computing resources is higher. On the other 

FIGURE 4. Scenario of intelligent remote sensing.
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hand, the data processing and transmission rate of 
the source node not only needs to be optimized 
according to its own needs but also needs to 
meet the user requirements, which can be imple-
mented as constraints for designed algorithms.

For the controller, the additional cost mainly 
depends on the storage and distribution of intel-
ligent algorithms. Assuming there are m remote 
sensing image processing models, the controller 
needs to maintain additional storage space for 
m models. Since the controller needs to distrib-
ute the model before the arrival of the intelligent 
remote sensing task, the controller is not required 
to participate in the real-time operation process, 
so the cost of the controller can be ignored. The 
integration of an image recognition algorithm into 
satellites can effectively improve the efficiency 
and quality of returned data. The proposed intel-
ligent architecture makes on-orbit data processing 
algorithms adaptive and controllable, which can 
further improve data processing effi  ciency.

IntellIgent netWorK slIcIng
The network slicing method can adjust the net-
work resource allocation scheme according to 
the user’s requirements for the network, which 
is an important way to improve the effi  ciency of 
network resource utilization. In the architecture 
proposed in this article, we use the application-ori-
ented resource management method to realize 
the intelligent slicing of the network. Each type 
of network service needs the support of diff erent 
types of network resources. Operators can pro-
vide users with diff erent communication and com-
puting resources and charge fees according to 
their requirements. In this process, STINs opera-
tors aim to maximize profi ts while STINs users aim 
to get the highest degree of satisfaction through 
leasing resources. Resource allocation is a classic 
problem in current network applications, which is 
often modeled as a resource management [13]. 
The goal of intelligent network slicing is to opti-
mize resource allocation and make eff ective use 
of network resources to maximize the benefi ts for 
both STIN operators and STIN users. The scenario 
of intelligent network slicing is illustrated in Fig. 5.

As shown in Fig. 5, the Internet of Vehicles 
applications requires massive access points and 
high bandwidth. Therefore, the network element 
should be deployed on the main satellite and 
the edge satellites; For Unmanned Aerial Vehicle 
applications, it has high requirements for response 
speed. Network elements should be deployed on 
the edge satellites; For satellite applications, huge 

remote sensing data requires ultra-wide band-
width. Network elements should be deployed on 
the main satellite, edge satellites, and ground sta-
tions. Intelligent network slicing implementation 
consists of two steps as presented below.

Problem Modeling: For diff erent types of ser-
vices, we first need to model the utilization of 
computing and communication resources used 
according to specific application scenarios (i.e., 
intelligent data transmission and intelligent remote 
sensing, as previously mentioned). According 
to the resource consumption, the application 
charge needs to be modeled. The price is usual-
ly set according to the two dimensions of com-
puting resources and communication resources, 
and the charge increases with the increase in 
resource consumption. Based on resource cost 
and resource charge, the satisfaction of users and 
the profi t of operators are modeled.

Optimal Strategy Analysis: After the estab-
lishment of the model, it is necessary to analyze 
the user satisfaction function and operator profi t 
function. Under various constraints, whether the 
maximum values of the user satisfaction function 
and the operator profi t function exist need to be 
determined, respectively. If maximum values exist, 
the optimal resource allocation policy exists.

Currently, an algorithm based on Q-learning 
has been proposed for the intelligent allocation of 
computing resources [14]. However, this method 
is designed for scenarios when the user resource 
demand is static. When the user resource demand 
is generated dynamically, we need to adapt the 
algorithm to accelerate its convergence speed to 
meet the needs of dynamic scenarios.

Both main satellites and edge satellites can 
quickly calculate the optimal prices and resource 
requirements. In the worst case, the amount of 
computation on a main satellite is the same as 
the number of messages from the edge satellite. 
The computational complexity of each round is 
O(m), where m is the number of edge satellites. 
Similarly, in the worst case, the computational 
complexity of each round of each edge satellite 
is O(n), where n is the number of main satellites. 
The proposed intelligent architecture can allocate 
network resources more flexibly and utilize net-
work resources more eff ectively.

As for the extra cost of diff erent tasks arriving, 
when there are many arriving tasks, the control-
ler may have a bottleneck because it needs to 
coordinate each type of task. The multi-controller 
model can effectively solve this problem. There-
fore, Tiansuan constellation has designed a mode 
that two main satellites jointly provide services to 
share the cost of the controller [3].

sImulAtIon results
To evaluate the performance of the proposed 
architecture, we design a basic application scenar-
io and show the results of its average throughput.

sImulAtIon setup
In this section, the considered scenario includes 
a ground control center, a main satellite, and 64 
edge satellites. Among them, edge satellites are 
uniformly distributed in 8 orbital planes with 8 
satellites in each orbit plane, forming a Manhattan 
network. The average transmission speed of the 
inter-satellite link, transmission delay, transmission 

FIGURE 5. Scenario of intelligent network slicing.
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packet loss rate, and computing power of each 
satellite is set to be 100 MBps, 50 ms, 0.1, and 
5GB/s, respectively. Many satellite task models 
adopt Poisson distribution to simulate the arrival 
of tasks [15]. In our simulation experiments, the 
number of arrived edge satellite data transmission 
requests per second follows the Poisson distribu-
tion and is recorded as 

𝑃𝑃(𝑋𝑋 = 𝑘𝑘) =
λ!

𝑘𝑘! 𝑒𝑒
–#, 𝑘𝑘 = 0, 1,…,	

where  is set to be 1. The data transmission 
amount follows the normal distribution (10, 12) 
(MB). The destination nodes of data transmission 
are uniformly distributed within the range and 
are selected randomly as any edge satellite node 
except the source node. The ground control center 
can accept users’ remote sensing image acquisition 
requests. The arrival of data transmission requests 
per second follows the Poisson distribution

𝑃𝑃(𝑋𝑋 = 𝑘𝑘) =
λ!

𝑘𝑘! 𝑒𝑒
–#, 𝑘𝑘 = 0, 1,…,	

with  set to be 5. The amount of collected data 
follows the normal distribution (2, 0.12) (GB). 
The position of the receiver of remote sensing 
images is as assumed to be static. The location of 
remote sensing image acquisition follows the uni-
form distribution, which is randomly assigned to 
one other remote sensing satellite. After remote 
sensing image processing, the data is compressed 
to 1 percent of the original size.

compArIson of throughput
In this simulation, the main satellite first uses the 
Stackelberg game method to determine the price 
of its resources. The optimal amount of resourc-
es to rent is then obtained by users according to 
the resource pricing. An edge satellite uses Luby 
Transform (LT) code to encode the data, with redun-
dancy set to 0.3. The main satellite determines trans-
mission paths to control data transmission. The delay 
of determination and distribution of the transmis-
sion strategy is set to be 300ms. To better demon-
strate the performance of the proposed method, 
we design two greedy algorithms in this scenario to 
select the shortest path for data transmission: 
• Greedy algorithm without data coding. Packets 

are retransmitted when it is lost, referred to as 
greedy-retransmission (Greedy-RT) algorithm

• Greedy algorithm with coding before data 
transmission, referred to as greedy-network 
coding (Greedy-NC) algorithm. 

The computer simulation runs for one minute, 
during which we assume that the satellite’s move-
ment relative to the ground does not aff ect the exist-
ing data links. We compare the throughput of the 
three aforementioned methods, as shown in Fig. 6.

Figure 6 shows that in the initial stage of sim-
ulation, the average throughput of the greedy 
network coding algorithm is close to that of the 
proposed algorithm. This is because, with less net-
work congestion, most of the data can be suc-
cessfully transmitted. However, the throughput of 
the greedy algorithm without network coding is 
relatively low. This is because each packet needs 
to be confi rmed and retransmitted when packet 
loss occurs, which increases the transmission time 
and reduces the average throughput. With time, 
the throughputs of the three algorithms gradu-

ally tend to be stable, and the throughput diff er-
ence between the greedy algorithm with network 
coding and the algorithm proposed in this arti-
cle increases. This is because as time goes on, 
the congestion in the greedy algorithm increases 
gradually, leading to a decrease in throughput. 
The experimental results show that the proposed 
framework can effectively improve the overall 
throughput of the network.

conclusIon
With the on-orbit computation capability provided 
by Tiansuan constellation, this article proposes a 
hybrid architecture for Intelligent Space-Terrestrial 
Integrated Networks. The proposed architecture 
aggregates a centralized intelligent controller and 
distributed intelligent agents. The proposed archi-
tecture can provide intelligent data transmissions, 
intelligent remote sensing, and intelligent network 
slicing. The simulation results demonstrate the 
eff ectiveness of the improvement of the proposed 
architecture on the eff ectiveness of the intelligent 
architecture. As future work, we will consider the 
method of multi-controller cooperation, focus-
ing on solving the load balancing problem facing 
massive tasks, to further improve the intelligent 
network architecture.
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